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Abstract

In recent years, multiphase PWMs have been propbseduse of their increased efficiency, reduced
torque pulsation, improved fault tolerance, anddopower handling requirement by adopting multighaschines.
In the digital implementation, multiphase referenadtages are sampled and fed into the digital rfeidu to
produce gating signals at a constant clock rafédnis means a finite pulse-width resolution becatsegating state
transition can only occur at some specific timdants depending on f. This will result in a dewatiof produced
phase voltages from the desired phase voltagesiniceeasing harmonic distortion especially famaall modulation
index signal.

In the present paper a filtered space-vector pwidéa modulation (SVPWM) considering finite pulse-
width resolution is proposed to produce a switchsegiuence with reduced baseband harmonics for phake
voltage source inverters (VSI). This is achieved ihgorporating a pseudo feedback loop regardingghted

voltage difference between desired and producedephaltages.

Keywords. SVPWM, Voltage Source inverters, Harmonic Dittor.

Introduction

PWM inverters are quite popular in
industrial applications. PWM techniques are
characterized by constant amplitude pulses. The
width of these pulses is however modulated to abtai
inverter output voltage control and to reduce its
harmonic content. The different PWM techniques are
as under:
(a) Single-pulse modulation
(b) Multiple pulse modulation
(c) Sinusoidal pulse width modulation (Carrier
based Pulse Width Modulation Technique)
Various pulse-width modulations (PWM) such as
third harmonic injection PWM , zero-sequence
injection PWM, space-vector PWM (SVPWM), and
unified PWM have been proposed to generate the
control commands of three-phase voltage source
inverter (VSI) for ac variable speed drives. Inaw®ic
years, multiphase PWMs have been proposed
because of their increased efficiency, reducedutrq
pulsation, improved fault tolerance, and lower powe
handling requirement by adopting multiphase
machines.

In the digital implementation, multiphase
reference voltages are sampled and fed into the
digital modulator to produce gating signals at a

constant clock raté This means a finite pulse-width
resolution because the gating state transitionocéy
occur at some specific time instants dependingd. on
This will result in a deviation of produced phase
voltages from the desired phase voltages, i.e.,
increasing harmonic distortion especially for a Bma
modulation index signal. For example, when system
master clock frequency and reference sampling
frequency are given as 48 and 3 kHz, respectively,
the maximum refreshing rate of gating signal$ #s
48 kHz and the pulse-width resolution is 4-bit with
each input period (48= 3k x 24 ). Thus, the worst-
case rounding error for the duty ratio is 1/32 =
0.03125. For small modulation index, the effect of
error on signal distortion becomes quite signiftcan
Further, if a 16-bit pulse-width resolution is desi,
the master clock needed is 196.61MHz for 3 kHz
reference sampling frequency and is about 1.31 GHz
for ultrasonic carrier. This will increase the casid
power consumption of the devices.

To alleviate the adverse effect induced by
finite pulse-width resolution, proposals were repdr
to achieve higher precision of duty ratios without
increasing clock rate. In, a single-phase PWM to
regulate a dc voltage command was proposed by
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using an error accumulator and lookup tables. A
feedback quantization scheme proposed for three-
phase VSI spreads the spectrum of the produced
phase currents/voltages in a wide frequency band.
The general solution using SVPWM for multiphase
VSIs was reported. The multiphase SVPWM was
formulated as a matching problem between the
reference and the switching waveform without
considering the finite pulse-width resolution.

In this study, the frequency-weighted error
due to finite resolution is considered in the objex
function to emphasize the quality of in-band signal
matching. The frequency weighting is realized by
filtering the error signals. This results in a npl#-
input—-multiple-output (MIMO) pseudo feedback
architecture. Based on similar analysis, the block
diagram for VSI systems of any phase number can be
obtained.
Multiphase VSI Filtered SVPWM  with
Feedback
A. Multiphase Voltage Source Inverter:

e

Fig. 1. N-phase VSI topology

Fig. 1 depicts the simplified structure of an
N-phase VSI whers&,, S, . . ., SNare the output
phase voltages of the inverter (with referencehi t
neutral point). Two switching states exist in one
phase leg: only the upper or the lower switch is
turned ON. The switching state is denoted as +1 (0)
when the upper (lower) switch of the phase leg is
turned ON. Then, the gating states can be reprgent
by avectors=gs,---§] wheres,,s, ... €
{0,1} are the states of phase legs. Equation (1) gives
the relationship between phase voltage vector[S =
S - - - §]", and the gating state. Notably, for in
phase VSI, R gating states exist and each
corresponds to a different phase voltage vectao(al
called a space vector) except for two zero switghin
states, s = [0- -0]Tand s = [1 - -1]"
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Remark 1: Multiplying [1 - - - 1] on both sides(f,

we obtain that the phase voltage vector produced by

the N—phase_ VSI (for the y-connected load) must

.'.\' &) 22
satisfy Z.J’=J S; =0 :
B. Signal M atching Objective:

Fig.2. Model circuit of a winding of a motor

Given a desired phase voltage the
objective of the modulator is to produce gating
signals for VSI to recover the desired phase vebag
on load windings. However, the phase voltages
produced are restricted. For example, only seven
different phase voltages can be produced by a-three
phase VSI. Therefore, it is necessary to consider t
characteristics of the load. The load is usually
approximated by a serial-connected resistance and
inductance circuit (refer to Fig. 2). The phasereot
is expressed by passing the produced phase voltage
through a low-pass filter

0 2/3 —1/3 —1/3 —2/3
ol,l=173|,| 2/ |,|-13].] 1/3 |,
- ] ~1/3 ~1/% 2/3 1/3

1/3

sL+ R )
For an N-phase sinusoidal reference inputwith
phase shift /N, it is intuitive that the desired phase
currents are alsoN-phase sinusoidal waves.
Therefore, the objective is to find the switchitates
(gating states) such that the produced phase edtag
are sinusoidal waves after low-pass filtering or
alternatively, the difference between desired and
produced phase voltages within low frequency band
shall be minimized.
C. Problem Formulation:

The N-dimensional desired phase voltage
vector satisfying (3) can be written in the fornr
[S:1S,- - - &]" where

Si+S++8Sy=0 g
Assume that the controller input sampling frequency
is f. and that the pulse-width resolution within each
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input period isb bits, i.e., the controller outputs are
updated at a rate®2x f, Hz. The average phase
voltage produced on the windings within one input
period is

1 1 -
_)_Z ;Z‘-‘ s(9)
i=0 (4)
Where v (j), one of the space vectors, is the

corresponding phase voltage vector induced by the
jth selected gating stas(j) within one input period.
Note that the image of

7 is all possible linear combinations of Dasic
vectors. The objective of the proposed modulator is
to determine gating states (or(j)) that minimize
filtered error power within each input period. The
filtered error is represented as

E(z) =W (2) (R(2) =V (2)) -

Where Wg) is anN x N filter matrix and
R(@ ,7(2) are z-transform of the elements in,
respectively. Apth-order low pass filter, denoted as
w (2), is selected as the weighting filter for each

phase to enhance low-frequency-band performance,

i.e., W@ is a diagonal matrix withw (2), a single-
input—single output (SISO) transfer function, os it
diagonal termsw (2) can be represented in the state-
space form as

'u.*(:):d—l—c(z'I—a}_lb ©)
Where ac R ,b e R, c € R®? , andd € R
Further, the state-space form of ¥ i

X(k+1)=Ax(k)+B(r(k) -V (k)
e(k)=Cx(k)+DI(r(k)—v(k)) )
Where e ) € RNis the filtered error vector and(k)

€ RN is a system state vector. Then,BAC,D) can
be written as

a Dn T On b Ofi o 0’:
A _ U.ﬂ a e 3 e 95 b
0, N 0y
0,, OU a Dfi OF; b
c 0 0. d 0 0
C= 0. ¢ : and D = (_J d
: ‘ .0, : Lt @
0, --- 0. ¢ B e O

Where 0,, 0,, and O, are the zero matrices with
dimensions0, € R, 0, € R°, and0c € R"P. The
signal matching problefnecomes

- @
min le (k)||; =
v(j) e basic vectors - v(j) ehbasic vectors

|Cx (ﬁr LDr(}c)—D?[ng

3 250 Ses

min

)

Where
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D. Solution of the Minimization Problem:

The solution to (9) is split into three parts: 1)
Finding a feasible and optima(k), denoted as* (k),
such that power of filtered error is minimized; 2)
solving the matching problem

o7 _ )
o(K) = 3 Yg=0 Ses () =v* (k) 1o obtains ();
and 3) gating signal generation.
1) Optimal Solution of w(k) and its Feasbility:
Intuitively (refer to (7)), the minimum value of )(9
occurs when e (k) = 0 or
¥ (k) —D'Cx (k) +r (k) = v* (k) (10)
Regardless of the pulse-width resolutiowt(k) is
feasible only if (see Remark 1)
[1 .- 1]v"(k)=0 (11)
To prove thaw'(K) is always feasible when [1. -1]
r = 0,v*(k) in (10) is written as a linear combination
of r (k) and 7(k) using (6)—(8)
v (k) =D 'Cx (k) +r (k)
k—1
=D 'C) A*'IB(r () -V () +1 (k)

j=0

ki—

Z a1 (r (5) — ¥ (7)) + ()
3= (12)
Because [ - S v=0,(11)is
always true.

2) General Solution of Matching Problem: Once
the optimal and feasible valwé is obtained, the next
step is to find the appropriate gating states thah
the produced average phase voltage (within onetinpu
period) equalsv*. Refer to (1), the instantaneous
phase voltage can be obtained by multiplying the
switching state with a transition mati$x

1lr=0and [1 - -1]

51 (N-1)/N  -1/N -1/N
S; . . - :
g -.3 B R VA O DA :
: : : ~1/N
B —1/N ~1/N (N—1)/N
1
kD) ;
2 [ AL
x .| =8,s.
SN

Under b-bit pulse-width resolution, 2b phase vatag
(switching states) are selected within one inpuioge
and the average phase voltage must equgk), i.e.,
from (4) and (10)

(k) Scs( D'Cx(k rik

=g X_; (k) = (k) 1 = (k) (13)
Wheres (j) is the instantaneous switching state and
Ss (j) the instantaneous phase voltages. To solve
(13), first observe that elements in j3&( RN are
either 0 or 1 to describe the ON/OFF status of the
VSI. As a result, elements of the vector
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LI TR
AT s e[ a - o
belong to the set

Or 2 3 ob_
= "‘?L.')':’:‘jb,.” 9b -1

Note that theth element of® is the duty cycle for
the ith inverter phase leg and the finite Rtis
induced by theb-bit pulse-width resolution within
one input period. Once the vec®ris obtained, the
gating signal can be produced accordingly. From (13
and the definition o®, we can write the matching
problem as

S.® =D 'Cx (k) +r (k) (14)
Where elements 0® belong to § The next step
would be finding® with elements belonging to,S
that satisfy (14).
The process is similar to the one in that deribes
general solution of multiphase SVPWM. It was
proved in that the circulant and symmetric ma8x
has eigenvalue$, n=0-N — 1, in the form

1 N-1

& —4~ g > o
T om=0 , Where
On = {:—[ 2rn /N )j
e 1 R
And the associated eigenvectors are
L y AT
Vﬂ — J- Gjn O:._, S Oﬂ. :
/N -

v

Obviously, the matrixSc has an eigenvalues of zero
and all other eigenvalues are 1. The eigenvector
corresponding to the zero eigenvalues is
"

" _[ { { { }
Yo = |l T N

vN VN VN1 . Hence, the
eigenvalues decomposition of the maBipbecomes

‘ v.1' r1 o][v.
Se=1 7 T
Vi 0 0 Vi

~ RIN-1)=xN
Where V. ER , whose row vectors
are eigenvectors corresponding to the eigenvalfies o
1. From (15), (14) becomes

Jo-[alve

(15)

(16)
This leads to
V(@ —v*(k)=0 (17)
And
T = :
vo V7 (k) = Ul (18)

Equation (18) is always true since (11) is always
satisfied. From (17), the solutio®{ v*(k)) must lie
in the right null space of the matri¥.,. One can
easily see that the right null space is veeras all
row vectors ofVc are orthogonal t@,. Therefore, the
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general solution of (17) (regardless of finite juls
width resolution) can be represented by

® = v (k) +Ad 19

Whered =[1 1- - -1]" and/ is an arbitrary
real value. Because elementg@rshould be positive,
A is selected to be greater than the negative vdlue o
the smallest value in the vector(k), i.e.

ME) = —min (v (K)o

Notably, elements of the right-hand-side vector in
(19) are arbitrary positive values, i.e., labit
guantization is needed to find applicable dutie®in
and is denoted as

oy [+* (1 141
@(L-)_Qb]x l:xllJ-I—;‘-.dJ' 1)
Where elements afj, {y} are defined as the nearest
value of the element in,$0 y. The block diagram of

the proposed modulator is shown in Fig. 3. In the
implementationg,{.} involves only bit truncation.

v'ﬂ']

0 | Generating
gatng signals

otk it of)

q,{v'{ﬁ')+ M}

-l B0 _\
it
Fig.3. Block diagraE\m of GSG.

3) Gating Sequence Generation Pattefiiie vector
O is the corresponding duties for &phase VSI
system. Once the vect® is obtained, the gating
signals can be produced accordingly. As an
illustrative example,
define ® {v* (k) +Ad} =
T
1 P2 PNl e, (21) becomes
Ok)=qg{v (k) +rd}=[p p
(22)
Fig. 4 shows two examples of the gating signals for
upper switches (refer to Fig. 1).

on 1t

— O—>

R
(a) (b)
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Fig. 4. Examples of gating signals. (a) Single-sided
method. (b) Central method.

Performance Analysis
A. Range of A and itsInfluence:

The value of@® is fixed once/l is selected
[refer to (22)]. To have feasible duties, elemeoits
0, pi , fori = 1-—N, should be kept within the range
0 < pi < 1. Therefore, the acceptable rangeids
limited. To see this, first define the permutation
matrix Py as

T

Pyv'(k)=[v1 w0 U |
Di =y > was o> Pag
Suchthat 'l = Y2 = " Z TN 23)

Therefore
Puyg {v' (k) +2d}=[p fo - pn] (24)
Where £1 = P2 = **+ = PN Then, the feasible
range ofpi , fori = 1-—N, is

max (@) = py =g {01 + Ad} <1

min (@) =gy =@ {tn +Ad} = 0 (25)
Or alternatively, —OIy SA<1-—-1% regardless
of finite pulse width  resolution, and
N+ st AL - — 5y
ring b-bit pulse- W|dth resolution.

Applying the coefficienpp € [0 1], A can be written
as

T conside

A=1(1-75) (*fi\-' g

Q%) +8 (1 8- 21)%) (26)

Remark 2 Refer to Fig. 4, R switching number
occurs within one input period. Whérns selected as

Finx 1
its boundary value, —UN T 3T o
—_— AI S— 1
1 -0y 2041 " the switching number is reduced
to 2 N - 1) since either P1 = Lo

PN = Doccurs which implies one phase leg
staying at the same level during the whole input
period.

B. Minimum Total Conduction Time:

The total conduction time is defined as the
sum of duties of the active gating states applied
within one input period. Minimum total conduction
time implies the maximum modulation index. Note
that for anN-phase VSI systemNPgating states exist
and two zero switching statespD and s2N -1,
correspond to the same space vectBr,= O.
Maximizing the duties of and s,;N -1 results in
minimum total conduction time.

Consider the permutated phase duty vector
Pu® [see (22) and (24)]. It is intuitive that the

maximum duties fog; ands,N -1 are - 1 and
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P;‘{, respectively. Therefore, the minimum total
conduction time is obtained by subtracting the duty
of ;N -1 from the maximum duty among phase legs

b1 — DN,

Remark 3: From remark 2 give
—— - A% Yy — _._l

= “‘+? Torl- Y1 ~ 27T and the

modulator has minimum switching numberN2 < 1).
Therefore, the proposed gating signal generator
operates at minimum total conduction time and
minimum switching number point, vyielding a
maximum modulation index and minimum switching
loss.
C. Quantization Error:

The quantization error vectay;, is defined
as the difference between input and output of the
quantizer gb {} which is the same as the
conventional methods, i.e. (refer to Fig. 3)

Ay = (v +2d) — g {(v' +2d)}
(27)
The concept of error analysis is extended to the

MIMO system.e in (7) is written as the following
expression using (9) and (10) and Fig. 3:

e (k) = Cx (k) + D (r (k) — ¥ (k))
= Cx (k) + Dr (k) - DScq{v" (k) + Ad}
=D (v (k) = S.q{v" (k) +Ad}) (28
Then from (27), (28) becomes
e(k) =D (v* (k) —S.q{v* (k) +1d})
=D (V' {m — .‘3{ (V" (k) + Ad — Ay))

= D . {‘J' k) grﬁb))
= T)Sc.-m. (29)

Therefore, the signal e is dependent on the
guantization erron,. Notably, the portion @, is the
influence of quantization erronb on the load.
Further, because the filter matrix is in diagoraait,

D is a diagonal matrix, i.e., e is the scaled
guantization error that appears on the load wirgling
and is minimized by the proposed modulator.

Matlab Design of Case Study

Simulation that compares the influence of
filter matrix is done under the five-phase setting.
MATLAB is used as a simulation platform. Five-
phase sinusoidal references with large/small
modulation indices are applied to verify the
compensating ability of the proposed switching
strategy.
The modulator with first- and second-order weighting
filters is compared with the conventional SVPWM
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under the digital implementation settings. The
weighting filters are the first- and second-order
integrator systems, z/(z - 1) and z 2 /(z- 2z W{¢
denote the one having no feedback loop as SVPWM.
The system state-space matrices for the first- and
second-order filter matrices are a = b = ¢ = d
=1(denoted as PWM_1st) . Referring to Fig. 3, the
implementation block diagram is shown in Fig. 5.
Notably, no multipliers are needed in the
implementation. Because the coefficients of filtees a
either 1 or 2, only adders and shifters are ne¢ded
implement weighting filter.

Simulation Results

A five-phase sinusoidal reference input with
normalized amplitude 0.51 and frequency 60 Hz is
applied. The carrier frequency is 3 kHz and thes@ul
width resolution is 8, yielding a clock rate &3k =
768kHz.  Figs. 7(a)-8(a) show one of the leg
voltages, line-to-line voltages, and phase voltdges
the aforementioned PWMs. The five-phase voltages
produced on the load are also shown in Figs. 7(b)—
8(b) to verify the correctness of the gating signd@io
have a precise comparison, Tables | lists the
switching number and the harmonic distortion for
modulation indices 0.51. It is seen that with the
shaping filter that relocates the noise in the highe
frequency band, the harmonic distortion of PWM_ 1st
is reduced within [0 500] Hz compared to that of
SVPWM, especially for small modulation indexThe
harmonic distortion within [0 5 k] Hz for these
systems is comparable yielding approximately the
same level of error power which is induced by finite
pulse-width resolution. Therefore, with the shaping
filter, components of error tend to be distributeero
high-frequency band.

TABLE I- HARMONIC DISTORTION AND
SWITCHING NUMBER FOR 8-BIT PULSE-WIDTH
RESOLUTION (WITH INPUT AMPLITUDE 0.51)

Imput amplitede: 0.51 SVPWAM PWM 1"

Harmonics distortion

. 0,439 0,244
within [0 500] Hz (%)
Harmonics distortion _
. 43,072 43,150
within [0 5000] Hz (%)
Switching number
v 24k 24k

{ per second)
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Conclusion

In the present paper a filtered space-vector
pulse-width modulation (SVPWM) considering finite
pulse-width resolution has been proposed to produce
a switching sequence with reduced baseband
harmonics for multiphase voltage source inverters
(VSI). This is achieved by incorporating a pseudo
feedback loop regarding weighted voltage difference
between desired and produced phase voltages.

The simulation results state that SVPWM is
sensitive to the pulse-width resolution. By applyin
the feedback loop with weighting filter, the harnon
distortion is reduced compared with conventional
SVPWM.Further more the results indicate that the
proposed model is capable of providing satisfactory
performance at low frequencies particularly.
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